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Predicting
Board Game Ratings
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So… Why Board Games?

• Bring families and friends together – there 

are games for all ages and skill levels

• Sense of pride and accomplishment in 

gameplay and game collections

• Brought a lot of joy to homes during the 

COVID-19 pandemic
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Quick Stats

• Board gaming has become an 

incredibly popular hobby in the 

past few decades

• 75,867 new games since 2000

• Over 5,000 new games per year 

since 2014

• 7,158 new games just in 2019
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Main
Data Source

Board Game Geek

https://boardgamegeek.com/

• Web scrape of 119,699 games

• 82 attributes

• Number players, game type, complexity, 

play time, game cover art, etc.

• Games from 1500 BC to now

https://boardgamegeek.com/
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General Cleaning

• Use only games newer than 2010

• Remove any “expansion to base game”

That leaves 39,600 games

for modeling

• Remove any games marked “unpublished”
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Adding Features: Sentiment

Natural language processing to determine positive, 

negative, or neutral sentiment from the Game Description

Vanquish monsters with 

strategic card play. Fulfill your 

quest to leave your legacy!
[Gloomhaven]

Survive an alien-infested

spaceship but beware of  other 

players and their agendas. 
[Nemesis]

Solve puzzles to escape a 

haunted house, a submarine, 

and search for pirate gold.
[Unlock! Mystery Adventures]
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Used Games:
What is the demand in 

different regions? 

The UK seems to 

spend a lot of money 

on games!
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Correlations

• Used correlation matrix to find features 

that were highly correlated to each other

• If we left these in, they could add noise 

to our models and reduce accuracy

• Play Time and Max Play Time were 100% 

correlated, so dropped Max Play Time

Correlated Much?
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One-Hot Encoding

• Need to convert categorical features into a format 

that the models will understand

• Sentiment (Positive, Negative, Neutral)

• Year (2016-2020)

• Categories (87) Name Categories

Forbidden Waters Adventure, Pirates

Mice & Mystics Adventure, Animals

Name Adventure Pirates Animals

Forbidden Waters 1 1 0

Mice & Mystics 1 0 1
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Split, Scale, PCA

• Training dataset with valid Geek Ratings separated from 

new data and gem data

Training

New Games

Hidden Gem 
Games

• Data scaled so features are in the same “currency”

• PCA (Principal Component Analysis) to distill the 

most important features to help the models

All scraped 
data
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Many Different Models Used

Predicting Geek Rating (Regression)

• Random Forest (x3)

• XGBoost

• Lasso (x2)

• Ridge (x2)

• Elastic net

Predicting “Good or Bad Game”

• Logistic Regression

Classify into “Received Valid Geek Rating or Not” 

• Decision Tree Classifier
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Random Forests 1 & 2
• Approx. 7% error in both training & validation

• With and without split, scale, PCA

• Geek Rating range 5.48 - 7.31
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Logistic Regression

• Geek Rating 6 or greater: “Good” game

• Less than 6: “Bad” game

• Approx. 5% error

• Used as a modifier to regression models – if a game received 

a “Good” label, this was like a gold star of recognition 

Predicted Bad Predicted Good

Actual Bad 1,282 27 1,309

Actual Good 43 190 233

1,325 217
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Decision Tree Classifier:
Received Valid Geek Rating or Not

• Model identified which attributes are most important for 

becoming a valid Geek Rated game

• 80% accuracy

• More than 6 attributes filled in on BGG website

• Has an expansion

• Play Time > 3 minutes

• OR is not a Print and Play game
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Final Model

All models were informative, but we selected

Random Forest Regression 1

• Least overfit

• Higher “riskier” Geek Rating predictions

• RMSE 0.11 (on average off by ~0.11 points)
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Power BI 
Dashboard 

Demo
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